**Differential Encoding**

Simple example of transform coding mentioned earlier and instance of this approach.

Here:

* The difference between the actual value of a sample and a prediction of that values is encoded.
* Also known as ***predictive encoding***.
* Example of technique include: differential pulse code modulation, delta modulation and adaptive pulse code modulation -- differ in prediction part.
* Suitable where successive signal samples do not differ much, but are not zero. ***E.g.*** Video -- difference between frames, some audio signals.
* ***Differential pulse code modulation*** (DPCM) simple prediction:

*fpredict*(*ti*) = *factual*(*ti*-1)

***i.e.*** a simple Markov model where current value is the predict next value.

So we simply need to encode:

![\begin{displaymath}
\Delta f(t_i) = f_{actual}(t_{i}) - f_{actual}(t_{i-1})\end{displaymath}](data:image/gif;base64,R0lGODlh7gAaAIQAAAAAAJmZmYWFhXd3d1VVVe7u7jMzM8zMzBEREaqqqoiIiGZmZv///0RERN3d3SIiIru7uwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAwALAAAAADuABoAQAX+ICOOZGmeaKqubOu+cCzPdG3feK7vfO+3hwBpAEicGoThgJQAFJjC0WCpQ8IekBgEIZoyndCSlzktlxUp6zX72kqpouZzlIimBgb4+3WAzE8DDisOejd9fz8qgSyEOIeJLYs6jZCVlpeYmT8QAURGKQ9oIwSfIhAAKQlJPKGapCSnKqo6ra6lDLE4sw4Avb6/AAdDDSW8fwgDqwwJDyQFqDoDxCIHzQwIgtUkCHYQzdoM4NjL1gzGI8jKzCXPONIj4tnlItwj3uHf1uPrI+f0yXSsmSljZ8yIdpoSKlzIsKHDhxAjPjxQZEW1B8oG2FGhoFCOi8osaXTRcQdITSP+eZSEJYoIGzEPADSgAsHACAUNABhoIOyEgZewIAgdOhTRkJgzMdW8mXNnT59AZwxA6jHRUhE4dfLE8TOcKBILAER9BnTlP1xdDDxlMOAriQZw48q95UxsvwV4oxSY0kAAgTxphQ345ADvgigPqJi9toQNnrVs3c4gezeviL3SHAT4S+UxWyOFLTNIfFMPMrRs1bIwKEVyigIIFDwQVOLAtBOJ9W69AVs2bQYFDKgCzEC4AgUOHgSIkqBBAAMElgQfvmQBga+2QaUEvnty7NkHhXMWYRxN8uVxnEMfMH28dbfZUeReIS3p5e4S8+vfz7+///8ABijggAQWaOCB+23+lIIDfgzxGwqU+MCgUZVIokKEkzSI0oM3YDiETitER1o4t4XDBQr45SBiVT7ER82JKEJWw4qZuGhiDikmwcs8xQTTDxhS2IQCQpP4iIk/aalApA28yAgJkqnlsOQC8IB4wgIlLkYRUAfc0tYRcoVJF1glMkIhfVtpaRc8dH15A5YxOHDmHbupyeWYJhTAYWQiLICIAwiENEItXehhHX0szkAoCxTNeQeVbBkqKCCFJDDQGaC4pkKjMAwAaaRgTRqJR15EdykRggYAjT1CilDEAUsEsAVQXZlA1K0amqAqCcIx0IAovTZQGBWyIpDFAz0FK4qRV7maAKwMFBtVrTWp7DqCsuQZISwDCxA762jCYMuAkbi0Ou6zsX6LqAnUuoCXCa9cBlR0X82iw7umLJHAT31QccAzBUThhTRoQKAvv1N8FS9w87oZh6gx4IvLwRD0Sw1wTgi8BMEGL4OwwwwsXEDDmopRKcQn8ELAp2IoeNBTi9WgMsvACfOvvHM48KADNr8czhxRbcfOWjHHCcDKQ/+Mcz8791yz0qgN4fJlTrJQNIJYZ31JCAA7)

If successive sample are close to each other we only need to encode first sample with a large number of bits:

Actual Data: 9 10 7 6

Predicted Data: 0 9 10 7

![$\Delta f(t)$](data:image/gif;base64,R0lGODlhKwAcAOMAAAAAAJmZmXd3d1VVVe7u7jMzM8zMzBEREaqqqoiIiGZmZv///0RERN3d3SIiIru7uyH5BAEAAAsALAAAAAArABwAQATxcMlJq704r5ekAM8lOAAjSE8xJQxQMMZUhJpFHInTWAaTEbCacEiUGACImsHhGEwEAUziVDF0KgpQhaBdUSWHE81zLZrP6LTlEfgkM47yYvBGASgIZzX6RF4Yeh5fCwgABBUCXw0AjI2OADFPPhSLh2ACgQtcaQYPliI7FQ2DaqWmp6ipEnw1DZ4UAqGUpBYfKhoDI1Q9FAYHFEEXTosOGYuRC5WwtxKbFgoTR8xYkxJTvV1PcgsKn8kHmRNxsIMK4QuJFLmJ7IkA4QF3FCkUSAaDM2oK0BV0EwRjJORBs2gAv1qsKlxTxbChw4cQI5qJAAA7): +9, +1, -3, -1.

* ***Delta modulation*** is a special case of DPCM: Same predictor function, coding error is a single bit or digit that indicates the current sample should be increased or decreased by a step.

Not Suitable for rapidly changing signals.

* ***Adaptive pulse code modulation*** -- Fuller Markov model: data is extracted from a function of a series of previous values: ***E.g.*** Average of last *n* samples. Characteristics of sample better preserved.

**differential encoding:** Encoding in which [signal](https://www.its.bldrdoc.gov/fs-1037/dir-033/_4851.htm) significant conditions represent [binary](https://www.its.bldrdoc.gov/fs-1037/dir-005/_0602.htm) [data](https://www.its.bldrdoc.gov/fs-1037/dir-010/_1401.htm), such as "0" and "1", and are represented as changes to succeeding values rather than with respect to a given reference. *Note:* An example of differential encoding is [phase-shift keying](https://www.its.bldrdoc.gov/fs-1037/dir-027/_3945.htm) (PSK) in which the [information](https://www.its.bldrdoc.gov/fs-1037/dir-019/_2720.htm) is not conveyed by the absolute phase of the signal with respect to a reference, but by the difference between phases of successive symbols, thus eliminating the requirement for a phase reference at the receiver.

Hi

does anyone know why differential encoding of data is done

in GSM before modulation ?

( As I understand , this is not to enable noncoherent detection, but

is related to the connection between gmsk and msk which is an offset-PAM

modulation. )

shankar
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Reply by **Chris Mason** ●September 20, 2004

kbc32@yahoo.com (kbc) wrote in message news:<a382521e.0409060359.1aa34373@posting.google.com>...

> Hi

>

> does anyone know why differential encoding of data is done

> in GSM before modulation ?

>

Hi Shankar,

One advantage of using differential encoding/decoding with MSK/GMSK is

an improved BER. Since MSK and GMSK are inherently differential, one

decision error results in two bit errors at the receiver. Two

consecutive decision errors result in three bit errors. Three

consecutive decision errors result four bit errors and so on...

Differential decoding eliminates the extra bit error. In most cases

this means that one decision error results in one bit error. If the

errors are randomly distributed, this will result in an improvement by

a factor of 2 (approximately). If decision errors are consecutive,

the improvement is less. Note: Differential decoding reduces the net

number of bit errors but does not reduce the number of incorrect

decisions.

I was able to verify this a few months ago by generating a baseband

MSK and GMSK modulator and comparing it to the modulators presented in

the paper:

Murota, K. and Hirade, K., "GMSK Modulation for Digital Mobile Radio

Telephony," IEEE Transactions on Communications, vol COM-29, No. 7.

pp. 1044-1050, July 1981

I ran a Matlab simulation with and without differential encoding.

Without a differential encoder, I matched the BER curves presented in

the paper. When differential encoding/decoding was applied, the BER

improved by approximately a factor of 2 (over the Eb/No ratios tested

in the paper).

> ( As I understand , this is not to enable noncoherent detection, but

> is related to the connection between gmsk and msk which is an offset-PAM

> modulation. )

>

> shankar

MSK and GMSK are very similar. GMSK is effectively filtered MSK. In

fact, if the BT product of the filter is very large, GMSK tends

towards MSK. MSK has no ISI, whereas the filtering of the signal to

produce GMSK introduces ISI (in favor of a tighter spectrum).

Differential encoding/decoding works the same on both GMSK and MSK.

There is no connection between MSK/GMSK with respect to differential

encoding.

There may be other reasons for the differential encoder in addition to

the one mentioned above.

Chris Mason

Signal Processing

SignalCraft Technologies Inc.

www.signalcraft.com
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Reply by **Eric Jacobsen** ●September 21, 2004

How does differential decoding eliminate the extra errors? If the

ones and zeros are encoded by transitions rather than levels, I'm not

clear on how the differential decoding can eliminate the extra error?

On 20 Sep 2004 15:42:46 -0700, ckizlyk@hotmail.com (Chris Mason)

wrote:

>kbc32@yahoo.com (kbc) wrote in message news:<a382521e.0409060359.1aa34373@posting.google.com>...

>> Hi

>>

>> does anyone know why differential encoding of data is done

>> in GSM before modulation ?

>>

>

>Hi Shankar,

>

>One advantage of using differential encoding/decoding with MSK/GMSK is

>an improved BER. Since MSK and GMSK are inherently differential, one

>decision error results in two bit errors at the receiver. Two

>consecutive decision errors result in three bit errors. Three

>consecutive decision errors result four bit errors and so on...

>

>Differential decoding eliminates the extra bit error. In most cases

>this means that one decision error results in one bit error. If the

>errors are randomly distributed, this will result in an improvement by

>a factor of 2 (approximately). If decision errors are consecutive,

>the improvement is less. Note: Differential decoding reduces the net

>number of bit errors but does not reduce the number of incorrect

>decisions.

>

>I was able to verify this a few months ago by generating a baseband

>MSK and GMSK modulator and comparing it to the modulators presented in

>the paper:

>

>Murota, K. and Hirade, K., "GMSK Modulation for Digital Mobile Radio

>Telephony," IEEE Transactions on Communications, vol COM-29, No. 7.

>pp. 1044-1050, July 1981

>

>I ran a Matlab simulation with and without differential encoding.

>Without a differential encoder, I matched the BER curves presented in

>the paper. When differential encoding/decoding was applied, the BER

>improved by approximately a factor of 2 (over the Eb/No ratios tested

>in the paper).

>

>> ( As I understand , this is not to enable noncoherent detection, but

>> is related to the connection between gmsk and msk which is an offset-PAM

>> modulation. )

>>

>> shankar

>

>MSK and GMSK are very similar. GMSK is effectively filtered MSK. In

>fact, if the BT product of the filter is very large, GMSK tends

>towards MSK. MSK has no ISI, whereas the filtering of the signal to

>produce GMSK introduces ISI (in favor of a tighter spectrum).

>Differential encoding/decoding works the same on both GMSK and MSK.

>There is no connection between MSK/GMSK with respect to differential

>encoding.

>

>There may be other reasons for the differential encoder in addition to

>the one mentioned above.

>

>Chris Mason

>Signal Processing

>SignalCraft Technologies Inc.

>www.signalcraft.com

Eric Jacobsen

Minister of Algorithms, Intel Corp.

My opinions may not be Intel's opinions.

[http://www.ericjacobsen.org](http://www.ericjacobsen.org/)
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Reply by **Chris Mason** ●September 21, 2004

eric.jacobsen@ieee.org (Eric Jacobsen) wrote in message news:<414f9bc6.459012625@news.west.cox.net>...

> How does differential decoding eliminate the extra errors? If the

> ones and zeros are encoded by transitions rather than levels, I'm not

> clear on how the differential decoding can eliminate the extra error?

Hi Eric,

Thanks for the question. I might be missing something here, but I'll

provide an example of how I think the differential decoding helps.

I'll use the MSK example in page 524 in A. Bruce Carlson

"Communication Systems" 3rd Edition.

This example modulates the bit pattern 1 0 0 0 1 0 1 1 1. For our

purposes we'll shorten it to 1 0 0 0 1 0 (to make it easier to read in

the newsgroup).

According to Carlson (page 523), even values of k (measure of time)

have output phases of 0, +/-pi, +/-2\*pi..., while odd values of k have

output phases of +/-pi/2, +/-3\*pi/2... If a one is added, the phase

increases by pi/2. If a zero is added, the phase decreases by pi/2.

This gives the generic phase trellis shown on page 523.

For our example, we start at a phase of zero radians.

k: 0 1 2 3 4 5 6

Bits: 1 0 0 0 1 0

Phase: 0 pi/2 0 -pi/2 -pi -pi/2 -pi

Assume at time k = 4, we make a detection error of zero instead of

-pi.

k: 0 1 2 3 4 5 6

PhaseRx: 0 pi/2 0 -pi/2 0 -pi/2 -pi

BitsRx: 1 0 0 1 0 0

Notice that we made one detection error and that results in two bits

in error (bit3,4 and bit4,5).

If differential encoding is used (initial state of '1'), and an error

is observed again at time k=4:

k: 0 1 2 3 4 5 6

Bits: '1' 1 0 0 0 1 0

Diff: 0 1 0 0 1 1

PhaseTx: 0 -pi/2 0 -pi/2 -pi -pi/2 0

PhaseRx: 0 -pi/2 0 -pi/2 0 -pi/2 0

BitsRx: 0 1 0 1 0 1

Diffdec: '1' 1 0 0 1 1 0

Now only bit3,4 is in error after differential decoding.

Let me know if my analysis is flawed in anyway.

Thanks,

Chris Mason

Signal Processing

SignalCraft Technologies Inc.

www.signalcraft.com

>

> On 20 Sep 2004 15:42:46 -0700, ckizlyk@hotmail.com (Chris Mason)

> wrote:

>

> >kbc32@yahoo.com (kbc) wrote in message news:<a382521e.0409060359.1aa34373@posting.google.com>...

> >> Hi

> >>

> >> does anyone know why differential encoding of data is done

> >> in GSM before modulation ?

> >>

> >

> >Hi Shankar,

> >

> >One advantage of using differential encoding/decoding with MSK/GMSK is

> >an improved BER. Since MSK and GMSK are inherently differential, one

> >decision error results in two bit errors at the receiver. Two

> >consecutive decision errors result in three bit errors. Three

> >consecutive decision errors result four bit errors and so on...

> >

> >Differential decoding eliminates the extra bit error. In most cases

> >this means that one decision error results in one bit error. If the

> >errors are randomly distributed, this will result in an improvement by

> >a factor of 2 (approximately). If decision errors are consecutive,

> >the improvement is less. Note: Differential decoding reduces the net

> >number of bit errors but does not reduce the number of incorrect

> >decisions.

> >

> >I was able to verify this a few months ago by generating a baseband

> >MSK and GMSK modulator and comparing it to the modulators presented in

> >the paper:

> >

> >Murota, K. and Hirade, K., "GMSK Modulation for Digital Mobile Radio

> >Telephony," IEEE Transactions on Communications, vol COM-29, No. 7.

> >pp. 1044-1050, July 1981

> >

> >I ran a Matlab simulation with and without differential encoding.

> >Without a differential encoder, I matched the BER curves presented in

> >the paper. When differential encoding/decoding was applied, the BER

> >improved by approximately a factor of 2 (over the Eb/No ratios tested

> >in the paper).

> >

> >> ( As I understand , this is not to enable noncoherent detection, but

> >> is related to the connection between gmsk and msk which is an offset-PAM

> >> modulation. )

> >>

> >> shankar

> >

> >MSK and GMSK are very similar. GMSK is effectively filtered MSK. In

> >fact, if the BT product of the filter is very large, GMSK tends

> >towards MSK. MSK has no ISI, whereas the filtering of the signal to

> >produce GMSK introduces ISI (in favor of a tighter spectrum).

> >Differential encoding/decoding works the same on both GMSK and MSK.

> >There is no connection between MSK/GMSK with respect to differential

> >encoding.

> >

> >There may be other reasons for the differential encoder in addition to

> >the one mentioned above.

> >

> >Chris Mason

> >Signal Processing

> >SignalCraft Technologies Inc.

> >www.signalcraft.com

>

> Eric Jacobsen

> Minister of Algorithms, Intel Corp.

> My opinions may not be Intel's opinions.

> [http://www.ericjacobsen.org](http://www.ericjacobsen.org/)

[Reply](https://www.dsprelated.com/showthread/comp.dsp/3037-1.php#modal)[Start a New Thread](https://www.dsprelated.com/groups.php#tabs1-newthread)

Reply by **Eric Jacobsen** ●September 21, 2004

Very nice explanation, thanks.

On 21 Sep 2004 09:27:55 -0700, ckizlyk@hotmail.com (Chris Mason)

wrote:

>eric.jacobsen@ieee.org (Eric Jacobsen) wrote in message news:<414f9bc6.459012625@news.west.cox.net>...

>> How does differential decoding eliminate the extra errors? If the

>> ones and zeros are encoded by transitions rather than levels, I'm not

>> clear on how the differential decoding can eliminate the extra error?

>

>Hi Eric,

>

>Thanks for the question. I might be missing something here, but I'll

>provide an example of how I think the differential decoding helps.

>I'll use the MSK example in page 524 in A. Bruce Carlson

>"Communication Systems" 3rd Edition.

>

>This example modulates the bit pattern 1 0 0 0 1 0 1 1 1. For our

>purposes we'll shorten it to 1 0 0 0 1 0 (to make it easier to read in

>the newsgroup).

>

>According to Carlson (page 523), even values of k (measure of time)

>have output phases of 0, +/-pi, +/-2\*pi..., while odd values of k have

>output phases of +/-pi/2, +/-3\*pi/2... If a one is added, the phase

>increases by pi/2. If a zero is added, the phase decreases by pi/2.

>This gives the generic phase trellis shown on page 523.

>

>For our example, we start at a phase of zero radians.

>

>k: 0 1 2 3 4 5 6

>Bits: 1 0 0 0 1 0

>Phase: 0 pi/2 0 -pi/2 -pi -pi/2 -pi

>

>Assume at time k = 4, we make a detection error of zero instead of

>-pi.

>

>k: 0 1 2 3 4 5 6

>PhaseRx: 0 pi/2 0 -pi/2 0 -pi/2 -pi

>BitsRx: 1 0 0 1 0 0

>

>Notice that we made one detection error and that results in two bits

>in error (bit3,4 and bit4,5).

>

>If differential encoding is used (initial state of '1'), and an error

>is observed again at time k=4:

>

>k: 0 1 2 3 4 5 6

>Bits: '1' 1 0 0 0 1 0

>Diff: 0 1 0 0 1 1

>PhaseTx: 0 -pi/2 0 -pi/2 -pi -pi/2 0

>PhaseRx: 0 -pi/2 0 -pi/2 0 -pi/2 0

>BitsRx: 0 1 0 1 0 1

>Diffdec: '1' 1 0 0 1 1 0

>

>Now only bit3,4 is in error after differential decoding.

>

>Let me know if my analysis is flawed in anyway.

>

>Thanks,

>Chris Mason

>Signal Processing

>SignalCraft Technologies Inc.

>www.signalcraft.com

>

>>

>> On 20 Sep 2004 15:42:46 -0700, ckizlyk@hotmail.com (Chris Mason)

>> wrote:

>>

>> >kbc32@yahoo.com (kbc) wrote in message news:<a382521e.0409060359.1aa34373@posting.google.com>...

>> >> Hi

>> >>

>> >> does anyone know why differential encoding of data is done

>> >> in GSM before modulation ?

>> >>

>> >

>> >Hi Shankar,

>> >

>> >One advantage of using differential encoding/decoding with MSK/GMSK is

>> >an improved BER. Since MSK and GMSK are inherently differential, one

>> >decision error results in two bit errors at the receiver. Two

>> >consecutive decision errors result in three bit errors. Three

>> >consecutive decision errors result four bit errors and so on...

>> >

>> >Differential decoding eliminates the extra bit error. In most cases

>> >this means that one decision error results in one bit error. If the

>> >errors are randomly distributed, this will result in an improvement by

>> >a factor of 2 (approximately). If decision errors are consecutive,

>> >the improvement is less. Note: Differential decoding reduces the net

>> >number of bit errors but does not reduce the number of incorrect

>> >decisions.

>> >

>> >I was able to verify this a few months ago by generating a baseband

>> >MSK and GMSK modulator and comparing it to the modulators presented in

>> >the paper:

>> >

>> >Murota, K. and Hirade, K., "GMSK Modulation for Digital Mobile Radio

>> >Telephony," IEEE Transactions on Communications, vol COM-29, No. 7.

>> >pp. 1044-1050, July 1981

>> >

>> >I ran a Matlab simulation with and without differential encoding.

>> >Without a differential encoder, I matched the BER curves presented in

>> >the paper. When differential encoding/decoding was applied, the BER

>> >improved by approximately a factor of 2 (over the Eb/No ratios tested

>> >in the paper).

>> >

>> >> ( As I understand , this is not to enable noncoherent detection, but

>> >> is related to the connection between gmsk and msk which is an offset-PAM

>> >> modulation. )

>> >>

>> >> shankar

>> >

>> >MSK and GMSK are very similar. GMSK is effectively filtered MSK. In

>> >fact, if the BT product of the filter is very large, GMSK tends

>> >towards MSK. MSK has no ISI, whereas the filtering of the signal to

>> >produce GMSK introduces ISI (in favor of a tighter spectrum).

>> >Differential encoding/decoding works the same on both GMSK and MSK.

>> >There is no connection between MSK/GMSK with respect to differential

>> >encoding.

>> >

>> >There may be other reasons for the differential encoder in addition to

>> >the one mentioned above.

>> >

>> >Chris Mason

>> >Signal Processing

>> >SignalCraft Technologies Inc.

>> >www.signalcraft.com

>>

>> Eric Jacobsen

>> Minister of Algorithms, Intel Corp.

>> My opinions may not be Intel's opinions.

>> [http://www.ericjacobsen.org](http://www.ericjacobsen.org/)

Eric Jacobsen

Minister of Algorithms, Intel Corp.

My opinions may not be Intel's opinions.

[http://www.ericjacobsen.org](http://www.ericjacobsen.org/)

[Reply](https://www.dsprelated.com/showthread/comp.dsp/3037-1.php#modal)[Start a New Thread](https://www.dsprelated.com/groups.php#tabs1-newthread)

Reply by ●September 22, 2004

"Chris Mason" <ckizlyk@hotmail.com> wrote in message

news:25b3fe9c.0409210827.42edc2b3@posting.google.com...

> eric.jacobsen@ieee.org (Eric Jacobsen) wrote in message

news:<414f9bc6.459012625@news.west.cox.net>...

> > How does differential decoding eliminate the extra errors? If the

> > ones and zeros are encoded by transitions rather than levels, I'm not

> > clear on how the differential decoding can eliminate the extra error?

>

> Hi Eric,

>

> Thanks for the question. I might be missing something here, but I'll

> provide an example of how I think the differential decoding helps.

> I'll use the MSK example in page 524 in A. Bruce Carlson

> "Communication Systems" 3rd Edition.

<<<<<much material snipped>>>>>

All this is correct, but it should also be remembered that the method

being used for demodulation of MSK is not the optimum method

(which treats MSK as offset QPSK). With the offset QPSK

approach, bits b[2n] and b[2n+1] are demodulated at times

t = 2n and t = 2n+1 respectively in the I and Q branches respectively

of the receiver, and are then multiplexed to form a single bit stream.

More important is the point that bit b[2n] modulates the signal

from t = 2n-2 to t = 2n, while bit b[2n+1] modulates the signal from

t = 2n-1 to t = 2n+1. Therefore, each decision statistic is gathered over

(i.e., the I and Q correlators integrate over) over TWO (overlapping)

bit intervals: from t = 2n-2 to t = 2n for b[2n] in the I branch and from

t = 2n-1 to t = 2n+1 for b[2n+1] in the Q branch. Also, each

branch is demodulating an antipodal binary PSK signal.

The MSK demodulation method described by the OP uses the fact that

during the interval from t = 2n-1 to t = 2n, BOTH b[2n] and b[2n+1] are

modulating the signal (in fact, the "data" bit is effectively

b[2n].XOR.b[2n+1],

which the way it is in differential encoding). Indeed, the signal is an

orthogonal FSK signal at frequency f\_c + 1/4T or f\_c -1/4T depending

on the data bit. The decision statistic is gathered over just ONE bit

interval

(from t = 2n-1 to t = 2n). Thus, the raw BER is worse than with the

offset QPSK approach (less bit energy, and orthogonal instead of antipodal

signaling), and of course the differential decoding further exacerbates the

BER (as noted by the OP).

--Dilip Sarwate

[Reply](https://www.dsprelated.com/showthread/comp.dsp/3037-1.php#modal)[Start a New Thread](https://www.dsprelated.com/groups.php#tabs1-newthread)

Reply by **kbc** ●September 23, 2004

I saw the replies just now.

Thanks chris and others.

shankar

ckizlyk@hotmail.com (Chris Mason) wrote in message news:<25b3fe9c.0409210827.42edc2b3@posting.google.com>...

> eric.jacobsen@ieee.org (Eric Jacobsen) wrote in message news:<414f9bc6.459012625@news.west.cox.net>...

> > How does differential decoding eliminate the extra errors? If the

> > ones and zeros are encoded by transitions rather than levels, I'm not

> > clear on how the differential decoding can eliminate the extra error?

>

> Hi Eric,

>

> Thanks for the question. I might be missing something here, but I'll

> provide an example of how I think the differential decoding helps.

> I'll use the MSK example in page 524 in A. Bruce Carlson

> "Communication Systems" 3rd Edition.

>

> This example modulates the bit pattern 1 0 0 0 1 0 1 1 1. For our

> purposes we'll shorten it to 1 0 0 0 1 0 (to make it easier to read in

> the newsgroup).

>

> According to Carlson (page 523), even values of k (measure of time)

> have output phases of 0, +/-pi, +/-2\*pi..., while odd values of k have

> output phases of +/-pi/2, +/-3\*pi/2... If a one is added, the phase

> increases by pi/2. If a zero is added, the phase decreases by pi/2.

> This gives the generic phase trellis shown on page 523.

>

> For our example, we start at a phase of zero radians.

>